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November 26, 2018

Dr. Walter G. Copan

Undersecretary of Commerce for Standards and Technology
National Institute of Standards and Technology Director
100 Bureau Drive

Gaithersburg, MD 20899

Dear Dr. Copan:

With the advent of advanced technologies, such as facial recognition, the global community is on the
brink of what has sometimes been referred to as the fourth industrial revolution.' Like other periods of
significant technological change, the associated economic and social impacts are projected to be just as, if
not more so, significant. Technology is disrupting nearly every industry and is on track to transform entire
systems of production, management, and governance at a rate that is without historical precedent.? I write
today with optimism for the potential of technology to continue to improve society, but with the
understanding that government must play its part in guiding the use of technology — including facial
recognition technology — down optimal paths.

Facial recognition technologies have applications in law enforcement, intelligence, military operations,
humanitarian work, commercial enterprise,’ and schools.* Facial recognition is a powerful tool that is
permeating American life, and, yet, the propensity of the technology to misidentify individuals,
particularly in regard to variances in skin-type and gender is well documented.’ Some developers have
historically sold facial recognition technology by focusing on overall accuracy rates that may obscure
disproportionately high rates of misidentification of certain demographic subgroups.® The potential for
illegal discrimination and/or unfair practices resulting from such bias continues to concern lawmakers.

As highlighted in a May 2016 White House report, poorly selected data; incomplete, incorrect or outdated
data; selection bias; and unintentional perpetuation and promotion of historical biases can all lead to
discriminatory results.” One study suggests that facial recognition algorithms, as used in government and
other applications, consistently perform worse on certain demographics, but could improve demographic
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accuracy by improving training methodology and approach.® It is my belief that customers of this
technology should be well informed about appropriate, and credible, testing standards. This concern will
remain particularly salient considering reports that Amazon, a developer of facial recognition technology,
pitched the sale of its technology to ICE to presumably be used in diverse populations.’

To that end, I am requesting that NIST design and endorse industry standards and ethical best practices
for independent testing of demographic based error rates in facial recognition technology. Some facial
recognition technology vendors do not participate in Face Recognition Vendor Tests or in Face in Video
Evaluations, and demographic based discrimination in algorithms is often unnoticed by developers unless
effectively included in testing. In addition, I request information on any data sets that NIST makes
available to facial recognition technology developers and the steps that NIST is taking to ensure that these
datasets reflect demographic diversity and operational conditions.

While the exact definition of “algorithmic fairness” is a complicated issue that is not easily resotved,!?
further guidance for identifying and mitigating unintended, unjustified and/or inappropriate demographic
sub-group bias is a critical step. Standards informed by demographic concerns also benefit government
and private sector customers who may not be conversant about an algorithm’s potential for bias;'! illegal
discrimination resulting from such biases place company investors and the American public at significant
risk.? 13

I thank you for the great work NIST has done thus far, and I look forward to further dialogue on this
issue.

Sincerely,

Member of Congress

CC: The Honorable Wilbur Ross, U.S. Secretary of Commerce
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